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Abstract—Autonomous Vehicles (AVs) have the potential of
reducing car accidents and increasing accessibility to transporta-
tion. AVs need to be rigorously tested. Scenario-based testing
offers a set of approaches to design high-risk tests for AVs at
low cost. Since the AVs need to be tested for a large number
of scenarios, automated generation approaches are needed. Pre-
trained Large Language Models (LLMs) are open-input, general-
purpose data generators with good learning and reasoning
abilities. However, due to the black-box nature of these systems,
it’s difficult to get direct evidence of their abilities. In this paper,
we address the open question of the reasoning capabilities of
pre-trained LLMs specifically in the context of scenario-based
testing of AVs. Inspired by QA benchmarks for LLM evaluations
for commonsense reasoning, science reasoning, and more, we
present our main contribution, ScenarioQA. This benchmark
involves an LLM-based QA generation process based on an
integration of methods to generate questions and corresponding
answers specifically in the context of scenario-based testing. We
carry out a comprehensive evaluation of this process and gain
valuable insights regarding effective QA generation. In addition,
we evaluate several available pre-trained LLMs for these abilities.

Index Terms—scenario-based testing, autonomous vehicles,
large language models, artificial intelligence

I. INTRODUCTION

Autonomous Vehicles (AVs) have the potential to eliminate
accidents created by human error and reduce traffic fatalities
by up to 90% [1]. In addition, AVs may even allow for
accessible transportation for people with disabilities [2] as well
as reducing environmental impact through innovative designs,
enhancement of traffic flow, and technical advancements [3].
Due to the large number of sensors and a complex technology
stack incorporated in AVs, it’s necessary to test their behavior
before releasing them for general public use to ensure that they
react safely under given circumstances. The most prevalent
approach used for testing is creating simulations of the driving
environment [4]. Many different paradigms for testing are
considered including real-world, shadow modem simulation,
hybrid, XIL, etc.

Simulation in particular allows testing under different con-
ditions and environments (both with static and dynamic ele-
ments) in the form of scenarios. Particularly, scenarios allow
for the creation of high-risk, low-cost environments [5] which

is difficult to design and carry out as a part of real-world
testing. Real-world field tests provide further insight under real
driving conditions and are complementary to simulation testing
[5]. Mostly, scenarios are hand-authored (such as in CARLA
Scenario Runner or Scenic), as such, automated generation of
scenarios is necessary since AVs need to be tested for a large
number of test scenarios. Large Language Models (LLMs) are
open-input, general purpose data generators that have been
gaining significance recently with the advent of tools such as
ChatGPT. A comprehensive understanding of the capabilities
of LLMs to help with automated scenario generation remains
an open question. In this paper, we present an initial evaluation
to gain this understanding across various pre-trained LLMs and
prompting methods.

LLMs are neural network models for textual data. They can
generate a wide range of data. [6]. A few advantages are the
capability of in-context learning and reasoning as a result of
which they are capable of arriving at solutions to problems
without pre-written instructions [7]. One disadvantage is that
they are black box models where the general reasoning process
to conclude something is inaccessible, therefore any decisions
or conclusions that the network reaches could be scrutinized
due to the unpredictability of the LLM’s behavior. Therefore,
we aim to focus our evaluation on reasoning evaluations within
the context of scenario-based testing of AVs.

One approach for creating more transparency in evaluating
the capabilities of LLMs is question-answering benchmarks.
Textual Question Answering (QA) [8][9][10] papers use un-
structured data to provide precise answers to users’ questions
in natural language processing [11]. QA benchmarks can
be used to provide evaluations for users to understand the
reasoning of LLMs. Our contribution is that we adapt and
extend several current QA approaches to create a new QA
benchmark for evaluating the reasoning capabilities of pre-
trained LLMs within the context of scenario-based testing
of AVs. In addition, to scale the number of questions available
and to coherently compose questions with multiple structures,
we make use of a pre-trained LLM. One implication of this
then can be the design of pre-trained LLM-based scenario
generation tools.

The rest of the paper is divided into sections as follows:
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In section 2, we go over related works, look at other QA
sources, and determine questions that will evaluate the specific
reasoning capabilities of GPT. In section 3, we present an
approach for formulating questions and an automated process
for scaling question generation using GPT-4. In section 4, we
present the design of our experiments. Section 5 contains a
summary of the results and a discussion of the same. Section 6
concludes this paper and presents some ideas regarding future
work. The code for this paper is located at the following URL:
https://github.com/AugmentedDesignLab/ScenarioQA

II. RELATED WORKS

A. Scenario Based Testing of AVs:

Before vehicles with high levels of automation such as Level
3 (conditionally automated) or Level 4 (high automation) [12]
can be put on the market for commercial use, they must be
thoroughly tested with an efficient assessment [13]. Many
such tests exist including real-world testing, function-based
testing, and even shadow mode, but one of the most promising
and effective methods is the scenario-based testing approach.
According to [13] a scenario can be classified as a temporal
sequence of actions or events that occur in a scene such as a
road or intersection with multiple participants and objects all
playing a role in the simulation. Scenarios can help to support
the development process by developing the necessary software
and hardware components as well as testing the safety features
of those components and ensuring their reliability [12].

Often creating and testing a scenario is a meticulous and
time-intensive process and there is a necessity to specify all
scenario details and define test scenarios manually [14]. As
such, it is imperative to have the potential to automatically
generate test scenarios that are based on real-world traffic rules
and scenarios [14].

B. Prompting and QA benchmarks:

LLMs can play a potential role in the simulation for AVs
due to the complex abilities of modern-day language models.
For instance, on average, ChatGPT was 63.41% accurate under
10 different reasoning categories [15] with zero-shot learning.
Chain of Thought (CoT) reasoning can help LLMs not only in
the few-shot learning setting but also in the fine-tuning setting
which improves model performance and reliability [16]. CoT
reasoning along with the answer was found to improve the rea-
soning ability of models. Especially for GPT-3, this increases
the result to 75.17% [16]. One interesting component that can
very effectively test the knowledge base of an LLM is domain-
based QA pairs. Effectively, the formulation of multiple-choice
questions involving question concepts, answer concepts, and
distractors is strategically designed to challenge models and
require deeper understanding rather than relying on surface-
level clues [8].

C. LLMs for Autonomous Driving:

Although AVs have thorough and well-tested modules that
can handle a variety of situations, they may easily fail when
they come across unpredictable cases or accidents. Given that

LLMs have access to a wealth of knowledge across a variety of
domains, autonomous driving systems could benefit from im-
proved text prediction [17]. Additionally, due to their various
reasoning capabilities, LLMs have the potential to generate
and analyze low-level vehicle controls [17]. Moreover, LLMs
have the potential to integrate human-like intelligence into
AV systems [18] which include skills and reasoning such
as spatial reasoning, pattern recognition, predictive reasoning,
and object recognition and classification. Although there have
been attempts to integrate human reasoning and knowledge
into these AV systems, they lack deeper reasoning ability
inherent to humans [18] which LLMs can help bridge.

III. METHOD

This section details the question-answer (QA) generation
process. Pre-trained LLM GPT-4, available via the OpenAI’s
API is prompted to generate QA pairs by providing it in-
formation regarding different, relevant forms of reasoning,
ontologies for scenario-based testing of AVs and formulating
MCQs in general. An overview followed by design details for
each subprompt mentioned above is written in the remainder
of this section. Running GPT-4 with this prompt results in
sets of 25 questions of a specific reasoning type. The sets have
varying levels of difficulty among the questions while covering
unique concepts within scenario-based testing of AVs.

A. Question-Answer Generation Overview

We create a framework for structuring questions to evaluate
a pre-trained LLM for various types of reasoning. A complete
overview of this process is shown in the figure below. Broadly,
the framework includes the following elements: (1) Reasoning-
specific question structure: We consider multiple reasoning
evaluations (as mentioned in [15]) in the QA format that is
relevant to scenario-based testing of autonomous vehicles. (2)
Concepts: We consider the ASAM OpenXOntology (described
in subsection D) and [19] for creating the final ontology. (3)
General question formulation structure: We broadly consider
elements of the structure for generating MCQs shown from
[20]. This gives us some foundational, structural elements
applicable to all MCQs.

B. Given Scenario

A detailed traffic scenario with the static elements involving
road with clear weather, lighting, and road conditions as well
as information about the vehicles and/or pedestrians. Using
this scenario, we were able to create questions for specific
reasoning types.

C. Reasoning Types

The following subsection presents this framework for each
reasoning type along with some questions that result from it.
These questions are then included in the representative dataset
(only a representative set of questions). In the next section, we
evaluate a set of pre-trained LLMs with specific prompting
styles (such as chain-of-thought) for our question dataset.

In this paper, the question generation framework integrates
a format for each reasoning category, multiple choice



Fig. 1: Overall diagram for approach from conception to
evaluation

questioning style as well as Bloom’s taxonomy [20]. In
addition, we provide an ontology that provides the necessary
background concepts to the pre-trained LLM regarding
scenario-based testing and examples of the reasoning type for
reference which then provides adequate structure and details
to the LLM to generate questions for each category. We
will now detail question formats for each reasoning category
below. This is followed by details regarding a general MCQ
format which includes Bloom’s taxonomy.

1) Commonsense Reasoning: Commonsense reasoning is
used for understanding familiar knowledge and basic concepts
to make predictions based on past behavior. CommonsenseQA
is a benchmark for pre-trained LLMs to evaluate commonsense
reasoning. It contains certain concepts and relations (sampled
from ConceptNet) such as compositional or cause-effect rela-
tions [8]. These relations also indicate that commonsense skills
are used in addressing the question. We maintain the relation
and skill categories in this paper but instead use concepts from
the scenario-based testing ontology detailed in this section
further.

2) Deductive Reasoning: involves determining certain con-
clusions based on more general statements or assumptions
[15]. For our purposes, EntailmentBank [15][9] has examples
of subcategories of inferences that are used in deductive
reasoning. We have referenced those subcategories in our
framework to show the type of relation between each entity
and to generate questions.

3) Inductive Reasoning: entails making predictions about
new situations using previously known facts or existing knowl-
edge. We have referenced the story generation method used
by CLUTRR [10] as well as the snapshots of puzzles used to
generate QA pairs based on inductive logic. These puzzles
reference relations between people that are fairly easy for

Fig. 2: An example ontology from the ASAM OpenXOntology
standard

a human to determine, however, they may be a bit more
challenging for an LLM to handle.

4) Spatial Reasoning: Spatial reasoning regards the ability
to understand physical space given spatial relations among a
few objects. A few language model evaluation benchmarks
that involve spatial reasoning are detailed in [21] and [22]. The
latter addresses the shortcomings of the former of being overly
simplistic in terms of relations, given scene information and
reasoning steps required. In this paper, given a scenario and the
appropriate ontology, we evaluate spatial reasoning skills using
spatial relations presented in SpartQA [22]. These are relative
directions (such as left, right, above, below), qualitative dis-
tances (such as near and far) as well as crash-related spatial
relations (such as near misses). In [22], reasoning takes place
using spatial rules which resemble formal method relational
properties such as transitivity and symmetry.

5) Temporal Reasoning: uses concepts such as frequency,
duration, as well as relative ordering. In [23], complex tem-
poral reasoning is evaluated by providing a multi-turn dia-
log followed by a multiple-choice sentence completion task
that requires significant commonsense temporal reasoning to
answer. In this paper, we consider the reasoning structure
suggested by the reasoning categorization mentioned in [23]:
general commonsense sense (such as the perception of walk-
ing distance), comparison (notions of earlier and later with
respect to a given time) and arithmetic regarding time periods.

Using these aforementioned reasoning structures, we are
able to evaluate the specific skills of pre-trained LLMs.

D. Scenario Ontology

We make use of the ASAM OpenXOntology [24]. Combin-
ing the conceptual structure of the ontology with structures
for question formation and reasoning evaluations mentioned
above, we can formulate effective questions. This ontology
consists of two key sub-ontologies: core, domain, and applica-
tion level. The core ontology refers to general concepts that are
not necessarily about scenarios e.g. types of relations, states,
and objects. Other ontologies are based on the core ontology.
For this paper, we are focused on the domain ontology.
This ontology provides us with standardized concepts and
relations regarding scenario elements in each layer of the six-
layer model [25]: roads, permanent road objects, temporary
construction artifacts, vehicles, pedestrians, and environmental
conditions. An example of a set of classes in this ontology
is shown in figure 2. In addition, to refine this ontology, we
consider the approach in [19].



E. General question formation structure

We consider the multiple choice question formation struc-
ture provided in [20]. Here, MCQs are generated using GPT
which follows the learning objectives of a programming
course. Here, an MCQ is simply defined as a question with two
types of answers; a stem and distractors. Similar to [20], we
utilize aspects of Bloom’s taxonomy to guide the generation
of high-quality questions.

Information from all the previous subsections results in a
comprehensive prompt to generate questions. Questions are to
be generated in sets of variable numbers of questions. In the
next section, we detail the experimental setup to evaluate this
generation process. In addition, we evaluate pre-trained LLM’s
reasoning capabilities by providing them with a scenario
and corresponding questions from the generated dataset and
grading them based on their explanations and accuracy.

IV. EXPERIMENTAL SETUP

In this section, we detail the test runs for evaluating
the question-answer generation process and the performance
of pre-trained LLMs in answering questions. The question-
answer generation process uses GPT-4, an LLM. Since LLMs
are probabilistic models with randomization, we need to
evaluate several permutations of prompts to ensure that the
generated question set is of high quality.

A. Question-Answer Generation

We carry out test runs to evaluate the performance of the
QA generation process detailed in section III. Each test run
consists of a configuration of the following parameters: (1)
Prompt Wording. This includes the wording of specific as-
pects of the prompt detailed in section III. (2) Ordering. This
pertains to the ordering of the different aspects of the prompt.
(3) Reasoning type. (4) Number of examples provided.
Following the Chain-of-thought prompting process in [26],
this parameter details the number of examples. (5) Elements
removed from the base prompt. Following the process of
ablation testing, we measure the impact of parts of the prompt
being removed. (6) Number of questions generated. (7) Rea-
soning hops needed. Following [27], we categorize reasoning-
based questions in terms of reasoning hops needed to solve
them. This provides us with a measure of the difficulty of a
question. (8) Number of iterations in a single chat context.
Since the LLM used is a chat completion model, the sequence
of inputs and outputs have a message-based chat format. This,
in addition to other advantages of these LLMs, means that we
can refine outputs by iteratively generating the same response
with some feedback [28]. We test whether this process im-
proves the questions or not. (8) Temperature. LLMs contain a
temperature parameter to introduce randomness and creativity
in outputs. We evaluate the impact of this parameter, especially
on the generation consistency. (9) Pre-trained LLM used
to generate questions. (10) Consistency in separate chat
contexts. Since the LLMs have randomness in their generation
process, getting consistent outputs is difficult. We evaluate this.
(11) Solution and explanation generation. We evaluate the

Fig. 3: QA Generation

generated questions with and without solution and explanation
generation (and the impact of their ordering).

We carry out an adequate number of permutations of this
configuration. We make use of the guidance python package
[29]. We observe and record the questions generated by the
LLM. An example of one such QA set generation is shown
in figure 3. We evaluate for consistency in the questions
(with possible answer choices) generated and the request made
in the prompt. In addition, we make a statement regarding
the plausibility of the solution and explanation generated.
We measure the final number of questions generated, the
redundancy among the questions, and the number of hops to
reach the solution.

B. Grading Pre-trained LLMs

We carry out test runs to evaluate the performance of pre-
trained LLMs given only a scenario and the corresponding set
of questions. Each test run is a configuration of the param-
eters for the QA generation experiment above but applied to
the questions. We manually grade the explanations for good
reasoning skills. In addition, we record the accuracy of the
options selected by pre-trained LLMs while attempting these
questions, with a focus on LLMs other than the one that
generated these questions. A summary of this evaluation is
written in the next section. To increase the efficiency of the
test runs, we make use of an LLM playground feature of the
LiteLLM package that allows us to evaluate the response of
multiple pre-trained LLMs simultaneously [30]. Examples of
these are shown in figure 4.

V. RESULTS AND DISCUSSION

In this section, we present summaries of evaluations for
test runs under both experiment A and experiment B. Further,
we analyze the results and detail the impact of each test run
parameter. From the results of these test runs, we aim to
address the following high-level research question:

• RQ 1: How do we generate effective questions using pre-
trained LLMs to evaluate reasoning capabilities in the
area of scenario-based testing of AVs?

• RQ 2: How do we effectively evaluate pre-trained LLMs
using given QA data?



Fig. 4: Pre-trained LLM evaluations: LiteLLM Playground

A. Question-Answer Generation Results

We used the pre-trained LLM GPT-4 for evaluating the
QA generation process. By carefully changing the experiment
parameters detailed in the previous section, we gained valuable
insights regarding effective prompting strategies for generating
high-quality QA sets, correctness and consistency in genera-
tion, and managing redundant questions and answer choices.
These insights are detailed below.

1) Effective prompting strategies: The elements within the
generated questions or QA pairs were nearly always consistent
with the instructions provided in the prompts. The scenarios
generated were plausible and made use of the generated
ontology. It must be noted though that multiple, simultaneous
instructions about maintaining counts were difficult for the
LLM to follow. For example, in one test run, we instructed the
LLM to generate 10 QA pairs with a certain number from each
Bloom’s taxonomy level and a certain number of questions
for 1, 2, and 3 reasoning hops. GPT-4 couldn’t maintain all
three simultaneous counts correctly in any of the test runs at
any of the tested temperature levels. At the same time, the
LLM was able to follow multiple, simultaneous instructions
regarding the structure of text generation. In our prompt, we
require GPT-4 to generate multiple choice questions with four
options, follow Bloom’s taxonomy, and follow the reasoning
examples which it carried out quite well.

In line with the findings of [26], examples of reasoning were
crucial for improving the generation process. We observed
that removing examples of reasoning and simply instructing
it to follow a reasoning pattern either reduced the questions
requiring reasoning or removed them completely. The more
the number and relevance of given examples, the better
the generation. This process has been defined as in-context
learning, which is a property that emerges as we scale from

small to large language models [31]. In our experiments, at
low-temperature values, we observed GPT-4 learning much
subtler patterns within examples such as the answer choice
which is supposed to be the correct answer and the writing
style of answer choices such as the incorrect answer choices
for commonsense reasoning were generally implausible. Since
the temperature parameter introduces a certain degree of
randomness in the next word selection, increasing this value
generally reduced overfitting to the given examples. Along a
similar line, we observed that adding incorrect examples e.g.
questions with random words or characters for answer choices
resulted in a significant reduction in QA writing quality and a
significant increase in redundant questions and answer choices.

The presence of Bloom’s taxonomy terms (adapted from
[20]) significantly increased the depth of the QA pairs. When
removed, the questions did follow the reasoning examples but
only superficially, typically concerning the attributes of the
scenario elements. Here, a significant insight would be that
Bloom’s taxonomy terms in addition to good examples with
implicit patterns are crucial for high-quality QA generation.
Regarding a few categories though, questions could often
belong to multiple categories since a plausible rationale could
be generated for each one.

Mentioning the number of reasoning hops required wasn’t
adequate in generating complex and challenging questions.
However, when examples were provided, the LLM was able
to generate complex questions. Increasing complexity of the
questions though would often result in multiple correct options
being plausible solutions or incorrect options being generated.
A significant insight here would be that more examples of
challenging questions with complex reasoning hops are needed
in addition to a review process.

2) Managing redundancy: One significant need in this
paper was to have reproducible results. This is challenging
since LLMs are probabilistic models with significant random-
ness (with the presence of the temperature parameter). We
observed redundancy in most cases in either the questions gen-
erated or the options provided for the questions. In some cases,
since questions were on similar topics, some would provide
facts that would answer a previous question. Increasing the
temperature parameter and specifying per question structure
would significantly reduce redundancy and make the QA set
more diverse. However, with increased temperature, the same
prompt in a new chat context would generate completely
different scenarios and questions thereby not allowing for
experiments to be reproduced at a concrete level. At an abstract
level, this is still possible. At a zero temperature value, the
generated scenarios and questions would have an increased
consistency across new chat contexts but the relation between
prompt and generated data still wouldn’t be deterministic.
Other features such as the OpenAI API’s reproducible outputs
provide the option to ensure increased determinism [32].
However, we weren’t able to make use of this seed parameter
within the guidance package that we were using.



Fig. 5: A question that stumped GPT-3.5-turbo

B. LLM Evaluation Results

We evaluated 4 pre-trained LLMs on the generated sce-
narios: OpenAI’s GPT-3.5 and GPT-4, Cohere’s Command-
R and Command-R nightly and Google’s Gemini Pro. We
made observations on the accuracy of the responses and
the explanations generated. We observed the response of all
LLMs to a scenario provided and the questions generated. The
LiteLLM based experimental setup is shown in figure 4. All
LLMs generally were able to reason well for the questions
provided and provided accurate answer choice selections as
well as explanations. The Cohere LLMs provided detailed
explanations before selecting options. In select cases, as shown
in figure 5, the LLM makes an error in answer choice selection.

Contrary to results in [15], in our evaluation, GPT-4 per-
forms well in spatial reasoning and multiple-hop reasoning
questions. There might be multiple explanations for this: (1)
A significant time has passed since the evaluations of [15] and
pre-trained LLMs have been updated since then. (2) The LLMs
may reason differently for different concepts. Uniquely in this
paper, reasoning evaluations are carried out in the context of
AV test scenarios. More investigation is needed to verify this
theory.

C. Threats to Validity

In this subsection, we detail any doubts that might threaten
the validity of the results stated above. We then detail steps
taken to mitigate these threats.

1) Circular Evaluation: One concern that may arise is that
pre-trained LLMs are being used for QA generation and for
evaluation as well. This may not produce valuable results since
the training process is the same for both question generation
and grading. We mitigate this threat in the following ways:
(1) We ensure that the scenarios generated is close to the
concepts in the prompt. We ensure that the concepts are
an extension of the ASAM OpenXOntology. In addition, we
check scenarios generated for plausibility. (2) We ensure that
structure regarding answer choice and reasoning is introduced
in the prompt so as to not rely on the LLM’s knowledge. (3)
We make use of GPT-4 for QA generation but also evaluate
other models such as Cohere’s Command-R and Google’s
Gemini-Pro. (4) We perform an evaluation on a new chat
context and only share the scenario and the questions, not
the information in the QA generation prompt.

VI. CONCLUSION AND FUTURE WORK

Pre-trained LLMs present a significant potential for the
domain of scenario-based testing of AVs. However, the rea-
soning capabilities of pre-trained LLMs within this context
remain unknown. QA benchmarks are often used to assess the
capabilities of pre-trained LLMs. In this paper, we propose an
approach to create this benchmark and carry out evaluations
with the help of LLMs themselves. Integrating approaches
from MCQ generation, reasoning QA benchmarks, and ontol-
ogy generation using LLMs, we can generate QA data for a
wide range of scenarios and reasoning types. With the help of a
comprehensive evaluation, we gain valuable insights regarding
the topic of QA generation.

For future work, we can compare human-written and LLM-
generated explanations for questions with BLEU and ROUGE
metrics to compare the differences. In addition, more work
can be carried out for generating complex reasoning questions,
analysis of metrics such as average length of questions and
answer choice distribution, and an evaluation of a larger
variety of LLMs.
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